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•  From a 291829 base sequence 

•  Expected value 0.0625 
•  CG is 7 times smaller than expected 

AA 0.120214646984 GA 0.056108392614 

AC 0.055409350713 GC 0.037792809463 

AG 0.068848773935 GG 0.043357731266 

AT 0.083425853585 GT 0.046828954041 

CA 0.074369148950 TA 0.077206436668 

CC 0.044927148868 TC 0.056207766218 

CG 0.008179475581 TG 0.063698479926 

CT 0.066857875186 TT 0.096567155996 
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But, all coin exchange 
combinations are not 
equally likely. What coin 
exchange combination 
has the highest 
probability of generating 
the observed series of 
tosses? 
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• When is a sequence equally likely to have come 
from the Fair or Biased coin? 

  P(x|Fair) = P(x|Biased) 
1/2n = 3k/4n  

2n = 3k 
n = k log23  

• when          k = n / log23      (k ~ 0.63 n) 
•  So when the number of heads is greater than 63% 

the dealer most likely used the biased coin 
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x1 x2 x3 x4 x5 x6 x7 x8 … xn 

Consider a sliding window of the outcome sequence.  
Find the log-odds for this short window. 

Log-odds value 
0

Fair coin most likely Biased coin most likely 

Disadvantages: 
- the length of CG-island (appropriate window size) is not 
  known in advance 
- different window sizes may classify the same position 
  differently 
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HHHTHTHHTTTTHTHTHTHHHTHTHTHT 
BBBFFFFFFFFFFFFFFFFBBBFFFFFF? 
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A Fair Biased 

Fair 

Biased 

E Tails(0) Heads(1) 

Fair 

Biased 
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F B 

T H T H 

9/10 9/10 

1/10 

1/10 1/2 1/2 1/4 3/4 
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4 hidden 
states 

6 output observations 

Path with
 greatest 
probability 
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•  Each vertex represents a possible state at a given 
position in the output sequence 

•  The observed sequence conditions the likelihood of each 
state 

•  Dynamic programming reduces search space to:  
|Q|+transition_edges×(n-1) = 2+4×5 from naïve 26 
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w 

        The weight w is given by: 

                    ??? 

(k, i) (l, i+1) 
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w 

         The weight w is given by: 

The Total probability 

(k, i) (l, i+1) 
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w 

         The weight w is given by 

       Each edge is a factor in the product 

(k, i) (l, i+1) 
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w 

         The weight  w=el(xi+1). ak 

Solve for the path of highest probability 

(k, i) (l, i+1) 

Observation: a  prefix is also an optimal path 

Where have we seen this before? 
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•  Solves all subproblems implied by emitted 
subsequence 

• How likely is the best path? 
• What is it?  
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€ 

P(π i = k x) =
P(x,π i = k)

P(x) Probability of sequence over all paths 

Probabilities of all paths in state k at i 
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x = THHH     p	
    FFFF (0.0228)	
    BFFF (0.0013)	
    FBFF (0.0004)	
    BBFF (0.0019)	
    FFBF (0.0004)	
    BFBF (0.0000)	
    FBBF (0.0006)	
    BBBF (0.0028)	
    FFFB (0.0038)	
    BFFB (0.0002)	
    FBFB (0.0001)	
    BBFB (0.0003)	
    FFBB (0.0057)	
    BFBB (0.0003)	
    FBBB (0.0085)	
    BBBB (0.0384)	
   P(x) = 0.0877	

x = THHH    p	
    FFFF (0.0228)	
    FFBF (0.0004)	
    FFFB (0.0038)	
    FFBB (0.0057)	
    BFFF (0.0013)	
    BFBF (0.0000)	
    BFFB (0.0002)	
    BFBB (0.0003)	
P(π2=F|x) = 0.0345/0.0877 = 0.3936	
    FBFF (0.0004)	
    FBBF (0.0006)	
    FBFB (0.0001)	
    FBBB (0.0085)	
    BBFF (0.0019)	
    BBBF (0.0028)	
    BBFB (0.0003)	
    BBBB (0.0384)	
P(π2=B|x) = 0.0532/0.0877 = 0.6064	

High probability 
output (>0.0625) 

Veterbi solution, the 
most likely sequence 
states. 

Not a lot
 worse than
 the best
 solution 

The forward-backward
 algorithm tells us how
 likely we were using
 the biased coin at the
 second flip. 
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Probability of  
emitting xi at i 

Probability of
 transitioning to  
 from state at i-1  
 to state at i 
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This is the same as computing the
 probability of a specific path
 (slide 22) or suffix in this case
 except the initial probability is
 not ½.  
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•  If hidden states were known, we could use our training data
 to estimate parameters 

•  In all likelihood we wouldn’t be given the hidden state
 sequence, π, but only the observed output stream, x 

•  An alternative is to make an intelligent guess of π, use the
 equations above to estimate parameters, then run Viterbi to
 estimate the hidden state, then reestimate the parameters and
 repeat until the state assignments or parameter values
 converge.  

•  Such iterative approaches are called Expectation
 Maximization (EM) methods of parameter estimation 
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€ 

akl =
Akl

Akq
q∈Q
∑

ek (b) =
Ek (b)
Ek (σ )

σ∈∑
∑
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Aligned DNA sequences can be represented by  a  
4· n profile matrix reflecting the frequencies  
of nucleotides in every aligned position. 



• One method of performing sequence
 comparisons to a profile is to use a HMM 

•  Emission probabilities, ei(a), from the profile 
•  Transition probabilities from our match

-mismatch matrix δij. 
• Or we can explicitly represent the insertion and

 deletion states  
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A path through an edit graph and the corresponding 
path through a profile HMM 


