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Welcome to Comp 311!

1. Course Mechanics
a. What do I have to do to get an 

"A" in this course?
b. Where are the course materials 

posted online, because I’m pretty 
sure that I am gonna sleep 
through a lot of these lectures.

2. Course Objectives
a. How do computers work?
b. Show me the binary?
c. Some assembly required.

3. Course Changes
1
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Whos

Lectures: Leonard McMillan (SN 316)
Office Hours: W 2-4pm 

TA: Vikram P.T.
Office Hours: TBD
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Whats

Books: None Required,
       Supplemental Texts

- Will he follow any 
of these books?
- Definitely not

- Are the problem set 
answers in the book?
- Perhaps

- Why do I need them then?
- In case you find yourself lost, need additional examples, 

or need a doorstop
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Course Mechanics

Grading:
Best  5 of 6 problem sets 30%
2 in-class exams     40%
Final exam 30%

You will have at least two weeks to complete each problem set. 
Problem sets will be online. Late problem sets will not be accepted, but 
the lowest problem-set score will be dropped.

I will attempt to make Lecture Notes, Problem Sets, and other course 
materials available on the web before class on the day they are given.
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Course Website

http://csbio.unc.edu/mcmillan/index.py?run=Courses.Comp311F22
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Goals of Comp 311

To answer fundamental questions:

- What does a computer do with my program?
- How is data represented in a computer?

- Numbers
- Strings
- Arrays
- Photographs
- Music

- How is a program 
represented in a 
computer?

- Are there any limits to 
what a computer can do?
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GoAL 1: To Demystify Computers

Strangely, most people seem to be afraid of computers.

People only fear things they do not understand!

“I do not fear computers, I fear the lack of them.”
- Isaac Asimov (1920 - 1992)

“Fear is the main source of superstition, and one of the main
Sources of cruelty. To conquer fear is the beginning of wisdom.”

- Bertrand Russell (1872 - 1970)

“Nobody knows exactly what’s going on because of computers!”
- Donald Trump
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Goal 2: The Power of Abstraction

Define a function, develop a roust implementation, and then 
put a box around it.

Abstraction enables us to create unfathomable systems, 
including computer hardware and software.

Why do we need ABSTRACTION? Imagine a billion...
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Orchestrating systems with >1G components

9

A modern computer:
Hardware & Software

Circuit Boards:
≈8 / system
1-2G devices 

Integrated Circuit:
≈8-16 / PCB

1M-250M devices 

Module:
≈8-16 / IC

100K devices 

Cell:
≈1K-10K / Module
16-64 devices Gate: ≈2-16 / Cell

8 devices 

Scheme for 
representing
 information

MOSFET
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What’s in a computer?

● Structure
○ Hierarchical design
○ Limited complexity at each level
○ Reusable building blocks

● Interfaces
○ Key element of system engineering

typically outlives its implementation
○ Isolate design from technology,

allows evolution
○ Major abstraction mechanism

● What makes a good system?
○ “Bang for the buck.” Minimal mechanism, maximal function
○ Reliable, resilient, reusable
○ Accommodating future improvements

10

Can I find 
out what 
that does 
on stack 
overflow?
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Computational Structures

What are the fundamental elements of computation?

Can we define computation independent of implementation 
or the technology that it is implemented with?
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What do programs really do?

By now you should
be able to look at a 
program specification 
and figure out what 
it does.

What does this do?

How would you figure it out?

Try f(36), f(64), f(100)

12

int f(int x) {
    int r;
    int odd = 1;
    for (r = 0; x >= odd; r++) {
        x -= odd;
        odd += 2;
    }
    return r;
}
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How does a computer do it?

What does a computer do with this program 
specification?

It translates it to a series of simple instructions...
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int f(int x) {
    int r;
    int odd = 1;
    for (r = 0; x >= odd; r++) {
        x -= odd;
        odd += 2;
    }
    return r;
}

f:      mv    t0,a0
        li    t1,1                             
        li    a0,0
        blt   t0,t1,return
loop:   sub   t0,t0,t1
        addi  t1,t1,2
        addi  a0,a0,1
        bge   t0,t1,loop   
return: ret
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Are there limits to computation?

● Will some new instruction be invented that fundamentally change 
how fast computers solve problems?

● Can computers solve any well specified problem?
● Can we predict how long it will take for a computer to solve a 

given problem?
● Does there exist a new model of computation?
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A Program emulating a Computer

A computer is just an interpreter that executes simple 
program loop
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    int memory[16384];    // for instructions and data
    int register[32];     // for variables
    int pc;               // next instruction to execute
    int flags;            // persistent state 

    void main(void) {
        pc = 0;
        while (1) {
            instruction = memory[pc];
            pc = pc + 1;
            flags = execute(instruction);
        }
    }
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Where are we going?

● How is data represented, stored, 
and manipulated in a computer?

● What basic operations does a 
computer use?

● What does mean to "compute"?
● Are there limits to what can 

be computed?
● Why are computers so fast?
● What am I asking a computer to 

do when I give it a program to execute?
● How are programs translated into computer instructions?
● Why are some programs faster than others that perform the 

same function?
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What is “Information”?

information, n. Knowledge 
communicated or received concerning a
particular fact or circumstance.
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A Computer Scientist’s definition:

Information resolves uncertainty.
Information is simply that which
cannot be predicted. The less likely a
message is, the more information it
conveys.
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Quantifying Information

Suppose you’re faced with N equally probable choices, and 
I give you a fact that narrows it down to M possibilities. 
Then you’ve been given:

log2(N/M) bits of information

Examples:
● Outcome of a coin flip: log2(2/1) = 1 bit
● The roll of one die? 
● Someone tells you that their 7-digit

phone number is a palindrome?
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(Claude Shannon, 1948)

log2(10
7/104) = ~9.966 bits

log2(6/1) = ~2.6 bits
Information is the theoretical 
underpinning of why digital 
computers use bits, there is also 
an engineering rationale that we'll 
discuss later on.   
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Another Example: Sum of 2 dice

i2 = log2(36/1) = 5.170 bits
i3 = log2(36/2) = 4.170 bits
i4 = log2(36/3) = 3.585 bits
i5 = log2(36/4) = 3.170 bits
i6 = log2(36/5) = 2.848 bits
i7 = log2(36/6) = 2.585 bits
i8 = log2(36/5) = 2.848 bits
i9 = log2(36/4) = 3.170 bits
i10 = log2(36/3) = 3.585 bits
i11 = log2(36/2) = 4.170 bits
i12 = log2(36/1) = 5.170 bits

19

The average information provided by the sum of 2 dice is: 3.274

The average information of a process is called its Entropy.
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Show me the bits!

● Is there a concrete ENCODING that achieves its information 
content?

● Can the sum of two dice REALLY 
be represented using 3.274 bits?

● If so, how?
● The fact is, the average 

information content is a strict 
lower-bound on how small of a 
representation that we can achieve.

● In practice, it is difficult to reach 
this bound. But, we can come very close.

20



08/16/2022 Comp 311 - Fall 2022 

Variable-Length Encoding

● Of course we can use differing numbers of "bits" to represent 
each item of data

● This is particularly useful if all items are not equally likely
● Equally likely items lead to fixed length encodings:

○ Ex. Encode a "particular" roll of 5?
○ {(1,4),(2,3),(3,2),(4,1)} which are equally likely if we use fair dice

○ 00 = (1,4), 01 = (2,3), 10 = (3,2), 11 = (4,1)
● Back to the original problem. Let's use this encoding:

2 = 10011 3 = 0101 4 = 011 5 = 001
6 = 111 7 = 101 8 = 110 9 = 000
10 = 1000 11 = 0100 12 = 10010

21



08/16/2022 Comp 311 - Fall 2022 

Variable-Length Decoding

2 = 10011 3 = 0101 4 = 011 5 = 001
6 = 111 7 = 101 8 = 110 9 = 000
10 = 1000 11 = 0100 12 = 10010

● Notice how unlikely rolls are encoded using 
more bits, whereas likely rolls use fewer bits

● Let’s use our encoding to decode the following bit sequence

● Where did this code come from?
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Huffman Coding

A simple greedy algorithm for approximating a minimum encoding

1. Find the 2 items with the smallest probabilities
2. Join them into a new *meta* item with probability of their sum
3. Remove the two items and insert the new meta item
4. Repeat from step 1 until there is only one item

23
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Converting A Tree to an Encoding

Once the *tree* is constructed, label its edges consistently and follow the 
paths from the largest *meta* item to each of the real items to find the 
encoding.

2 = 10011 3 = 0101 4 = 011 5 = 001 6 = 111 7 = 101
8 = 110 9 = 000 10 = 1000 11 = 0100 12 = 10010

24
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Coding Efficiency

How does this code compare to the information content?

Pretty close. Recall that the lower bound was 3.274 bits.

However, an efficient encoding (as defined by having an average code size 
close to the information content) is not always what we want!

Sometimes a uniform code is easier to deal with.

Sometimes redundancy is a good thing.
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Encoding Considerations

● Encoding schemes that attempt to match the information content of a 
data stream remove redundancy. They are data compression techniques.

● Make the information easier to manipulate (fixed-sized encodings)
● However, sometimes our goal in encoding information is increase 

redundancy, rather than remove it. Why?
● Adding redundancy can make data resilient to noise (error detecting and 

correcting codes)
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Summary

● 311 answers the following questions:
○ How is information represented, stored, and 

manipulated by a computer?
○ What does a computer really do with my program?
○ How do you design, build, and manage large systems?

● Information is all about bits, and Computers process it 
○ Entropy
○ Using bits to encode things
○ Efficient variable-length encodings
○ Redundancy
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